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This paper explores the policy and legal frameworks necessary to ensure the responsible use of 
generative artificial intelligence (GenAI) in Indonesia’s public sector, amid a broader digital 
transformation aimed at enhancing governance efficiency. Employing a normative legal research 
methodology, the study examines current and emerging applications of GenAI across key public 
service sectors, with a focus on the health and migrant workers sector. In these areas, GenAI-
powered chatbots are being piloted to assist with preliminary health assessments and provide real-
time consular support to Indonesian nationals abroad. However, the deployment of GenAI raises 
significant legal and ethical challenges, including the legality of data scraping, risks of AI 
hallucinations, surveillance capitalism, linguistic inclusivity, and the effectiveness of human-computer 
interaction in emergency contexts. The paper argues that Indonesia’s current reliance on soft law 
mechanisms, such as ethical guidelines, is insufficient to safeguard human rights in the age of AI. To 
ensure transparency, accountability, and compliance with legal standards, a transition toward binding 
regulatory frameworks is imperative. Special attention is given to the Personal Data Protection (PDP) 
Law, particularly regarding lawful data processing. To bridge existing governance gaps, the paper 
proposes incorporating community-led algorithmic auditing into the mandatory Data Protection 
Impact Assessment (DPIA) process, strengthening oversight of AI deployment in public services.
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Introduction  
On one morning in Jakarta, I found myself seated in the crowded waiting area of a hospital. 

After more than two hours of waiting to register for a doctor’s appointment, the exhaustion 

was palpable. Resting my head against the wall, I observed the cause of the delay unfold 

before my eyes. Several elderly patients ahead of me were struggling to complete the 

biometric verification process. “Please use the hand sanitizer liquid to clean your fingers,” 

the registration staff repeatedly instructed, as the fingerprint reader failed time and again to 

recognize their prints. Ultimately, the staff abandoned the biometric scanner, resorting 

instead to photographing the patients to verify their identities. This scene raises a critical 

question: when studies have demonstrated a marked decline in fingerprint quality in 

individuals over 70 years of age (Beslay, Galbally, and Haraksim 2018), had the government 

adequately accounted for the unique needs of elderly patients when mandating biometric 

identity verification in hospitals? 

This reflects a broader reality in Indonesia. The adoption of artificial intelligence (AI) in public 

services, including biometric systems, is part of a nationwide digital transformation effort 

aimed at enhancing governance efficiency in Indonesia. The Presidential Regulation No. 132 

of 2022 concerning the Architecture of Electronic-Based Government Systems outlines 

strategic initiatives for integrating AI across various sectors, including the application of AI 

and Big Data in geospatial data management to support the One Data Indonesia framework, 

the deployment of AI in research and innovation services to improve administrative 

efficiency. 

Against this backdrop, this paper seeks to examine a fundamental question: “what policy 

frameworks are required to ensure the responsible use of AI, particularly generative AI 

(GenAI), in Indonesia’s public sector? In addressing this question, the paper will adopt a 

normative legal research methodology. The research will draw on literature reviews 

encompassing books, scholarly articles, news reports, press releases, and online resources 

retrieved via Google during the period of June to July 2025. This study will also undertake a 

comparative analysis of Indonesia’s regulatory frameworks alongside those of the European 

Union (EU). Particular attention will be given to the EU’s General Data Protection Regulation 

(GDPR) and Artificial Intelligence Act, and their parallels with Indonesia’s Personal Data 

Protection Law and emerging AI governance ethical policies. 
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Accordingly, this paper is structured as follows: First, it provides an overview of GenAI use in 

the Indonesian public sector, with a focus on health and migrant worker sector. Second, it 

explores the opportunities and challenges arising from the deployment of GenAI in these 

sectors. Third, it analyzes the regulatory challenges in AI and data protection law, comparing 

the Indonesian and EU contexts. Finally, the conclusion presents the key findings and policy 

recommendations. 

GenAI in Indonesian Public Sector: An Overview  
The rapid advancement of Generative Artificial Intelligence (GenAI) has begun to reshape 

public sector operations worldwide, and Indonesia is no exception. This section provides a 

comprehensive overview of GenAI’s relevance and emerging role within Indonesia’s public 

sector. It begins with an introduction to the fundamental concepts and technologies that 

underpin GenAI, offering essential context for understanding its application in government 

functions. Following this, the discussion turns to how the Indonesian government is currently 

deploying or planning to deploy GenAI technologies across various sectors, highlighting key 

initiatives and areas of focus.  

Introduction to Generative AI 

Generative Artificial Intelligence, commonly referred to as "Generative AI" or "GenAI," refers 

to a class of AI systems, capable of “generating high-quality text, images, and other content 

based on the data they were trained on” (“What Is Generative AI?” 2023). Unlike traditional 

AI technologies, which primarily curate or aggregate existing digital content, Generative AI 

produces entirely new material in response to user prompts formulated in natural-language 

conversational interfaces (Guidance for Generative AI in Education and Research 2023, 11). 

This functionality is most commonly implemented in the form of chatbots, which are 

computer programs designed to simulate conversational exchanges with human users over 

digital platforms (Butterby and Lombard 2025, 1). 

GenAI systems are accessed and operated by end users through application interfaces that 

facilitate prompting—a method of interaction whereby users provide instructions in natural 

language or other modalities to direct the system's outputs (Dang et al. 2022). The modality 

and content of a prompt directly influence the AI model’s operation. For instance, a text-to-

image system will interpret descriptive textual prompts to generate corresponding visual 

representations, whereas image-to-image systems use an initial image to guide the 

generation of further visual content (Banh and Strobel 2023). 
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The underlying technical foundations of GenAI are situated within the broader field of 

machine learning (ML), a subset of AI characterized by its ability to autonomously learn or 

improve performance through the analysis of large datasets without being explicitly 

programmed (Brynjolfsson and Mitchell 2017). Central to this improvement process is the 

Neural Networks (NN), interconnected layers of artificial neurons structured to mimic the 

human brain’s processing mechanisms (Goodfellow, Bengio, and Courville 2016). These NN 

are implemented using deep learning (DL), an advanced subset ML that utilizes multilayered 

NN to identify complex patterns and correlations within data (Janiesch, Zschech, and 

Heinrich 2021). These models have unlocked a wide range of applications by enabling GenAI 

systems to autonomously produce creative and human-like content.  

Figure 1. GenAI as the sub-field of AI systems 

 

Source: Bahn and Strobel, 2023 

Distinct types of NN architectures are applied within GenAI systems depending on the 

content modality. For example, text generation GenAI models typically rely on a class of NN 

known as general-purpose transformers, and in particular, Large Language Models (LLMs), 

which are capable of producing coherent and contextually appropriate textual content 

(Guidance for Generative AI in Education and Research 2023, 12). In contrast, audiovisual 

generation GenAI frequently employ Generative Adversarial Networks (GANs), sometimes 

combined with variational autoencoders (Nguyen et al. 2022). 
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The training of GenAI models often differs from that of traditional discriminative AI models. 

While ML-based discriminative AI models often employ supervised learning (Janiesch, 

Zschech, and Heinrich 2021), GenAI tends to employ semi-supervised learning approaches. 

This semi-supervised methodology combines a small volume of labeled data with a much 

larger corpus of unlabeled data, thereby enhancing the AI model’s ability to learn from limited 

direct supervision while efficiently scaling to larger datasets (Banh and Strobel 2023). 

Previous study has shown that semi-supervised learning is prone to confirmation bias (Arazo 

et al. 2020), a tendency to overweight information that matches prior existing beliefs or 

choices.  

GenAI in Indonesian Public Sector: Existing Application and Future 
Direction 

This section examines the present and anticipated use of GenAI by the Indonesian 

government across key public service sectors. First, the discussion will address the 

application of GenAI in the Indonesian health sector, where GenAI-powered chatbots are 

being developed in a sandbox to assist in preliminary health assessments. Second, the 

analysis will turn to the migrant workers sector, where GenAI-powered chatbots are being 

utilised to provide real-time assistance and essential consular services to Indonesian 

nationals working abroad.  

Health Sector 

The Indonesian Ministry of Health (Kementerian Kesehatan, "Kemenkes") has articulated a 

strategic commitment to integrating AI into healthcare services. Further, at the 2025 APAC 

Health and Life Sciences Summit, Minister Sadikin stated that AI tools have the capacity to 

expedite diagnosis, minimise inpatient durations, and improve overall healthcare system 

quality and efficiency (Antara News 2025). In a June 2024 press release, the Minister of 

Health, Budi Gunadi Sadikin, described AI as a transformative tool capable of assisting 

medical professionals in interpreting complex biological data—such as genetic sequences, 

neuronal networks, and microbiome interactions—that exceed human cognitive capacity 

when analysed empirically (Kementerian Kesehatan 2024).  

To operationalize this ambition, Kemenkes has entered into collaboration agreements with 

prominent technology entities. In July 2024, Kemenkes formalised a memorandum of 

understanding (“MoU”) with Australian firm Harrison.ai to pilot AI-driven diagnostic 

applications across several state-run hospitals, including RSPON (stroke and neurological 
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imaging), Dharmais Cancer Hospital (oncological radiology and pathology), and Dr. M. Djamil 

Padang Hospital (tuberculosis radiology) (Antara News 2024b; Antara News 2024a).  

Particularly on GenAI, Kemenkes and Google Cloud have announced an initiative to develop 

a controlled GenAI sandbox within Indonesia’s “SATUSEHAT” digital health ecosystem 

(Kementerian Kesehatan 2024). This initiative aims to integrate AI-driven chatbot into 

SATUSEHAT platform, allowing Indonesian citizens to conduct preliminary self-assessment 

and obtain accurate pre-diagnoses prior to consulting a doctor or medical professional 

(GovInsider 2024). Indonesia’s collaboration with global technology providers such as 

Google Cloud follows a wider regional trend, where similar sandbox environments for GenAI 

development have been established in partnership with governments across Southeast Asia, 

including Malaysia and Singapore (TNGlobal 2025; Hirdaramani 2023).  

The integration of generative AI tools into the SATUSEHAT platform raises important 

concerns about data protection, particularly given the sensitivity of self-assessment and pre-

diagnostic health information. While this initiative holds promise for improving access and 

efficiency in healthcare delivery, it also introduces potential risks related to surveillance and 

the misuse of personal health data. Kemenkes has stated that the GenAI sandbox will 

function within a "controlled" environment; however, details regarding data storage, access 

rights, and secondary use remain vague. Critical questions persist—such as whether user 

data will be anonymized, who will have access (including potential third-party developers), 

and how long this data will be retained. 

Without a publicly available privacy policy, there is a risk of repeating past mistakes, such as 

those associated with the PeduliLindungi platform. A 2020 Citizen Lab report revealed that 

personal data collected through PeduliLindungi were shared with PT Telkom Indonesia 

without users’ consent (Lin et al. 2020, 6). It remains unclear why this data was shared, how 

it was used, or whether it was repurposed for digital advertising. These unresolved issues 

highlight the urgent need for transparent regulatory frameworks and independent oversight 

to ensure that the use of AI in healthcare builds public trust rather than undermining individual 

privacy. 

Migrant Workers Sector  

Indonesian female migrant workers (Perempuan Pekerja Migran Indonesia, or PPMI) continue 

to face substantial risks of violence abroad. In 2024, a total of 489 cases of violence against 

PPMI were recorded by the Indonesia National Commission on Violence Against Women 

(Komisi Nasional Anti Kekerasan Terhadap Perempuan or Komnas Perempuan), reflecting a 
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sharp increase of 90.27% from the previous year (“Organizing Data, Sharpening Direction: 

Reflections on Documentation and Trends in Violence Against Women Cases 2024” 2025, 

72). The most frequently reported form of abuse was psychological violence (46.14%), 

followed by economic exploitation (37.22%), physical violence (12.93%), and sexual violence 

(3.71%) (“Organizing Data, Sharpening Direction: Reflections on Documentation and Trends 

in Violence Against Women Cases 2024” 2025, 75).  

The victims primarily originated from East Java (Jawa Timur), West Java (Jawa Barat), West 

Nusa Tenggara (Nusa Tenggara Barat), and North Sumatra (Sumatera Utara), although in 302 

cases the victim’s province of origin remained unverified (“Organizing Data, Sharpening 

Direction: Reflections on Documentation and Trends in Violence Against Women Cases 

2024” 2025, 73). Furthermore, 179 cases involved workers who migrated through non-

procedural channels, leaving them outside the protection of formal government safeguards 

and further increasing their vulnerability to exploitation (“Organizing Data, Sharpening 

Direction: Reflections on Documentation and Trends in Violence Against Women Cases 

2024” 2025, 75). 

In response to this situation, on 21 April 2025, the Ministry of Foreign Affairs (Kementerian 

Luar Negeri or Kemenlu) in collaboration with UN Women have launched a Generative AI 

chatbot named SARI to assist Indonesian migrant workers abroad (VOI 2025a). SARI aims to 

serve as a first line of support outside traditional embassy or hotline services, facilitating 

accessible and dignified assistance for migrant workers across multiple time zones and legal 

jurisdictions (VOI 2025b). Importantly, the design and development of SARI have specifically 

taken into account the unique needs and circumstances of Indonesian female migrant 

workers, who comprise a significant portion of the overseas workforce. In addition to the 

Indonesian language, SARI has been programmed to understand and respond in select local 

languages (bahasa daerah), the selection of which was based on a demographic mapping of 

migrant worker populations originating from particular regions of Indonesia (VOI 2025a).  

While SARI represents a promising shift toward more responsive and inclusive digital support, 

its long-term impact depends heavily on how it is governed and who gets to shape its 

evolution Although available information suggests that migrant workers were consulted 

during SARI’s initial design, their continued involvement in the platform’s evaluation and 

oversight remains crucial. Without sustained and meaningful participation, there is a risk that 

SARI could unintentionally reinforce existing power imbalances between state institutions, 

AI developers, and the very communities it is intended to serve. To avoid a top-down model 

of digital intervention, it is essential to embed mechanisms for ongoing consultation, 
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feedback, and accountability, ensuring that migrant workers have a meaningful role 

throughout the system’s lifecycle. This approach is key to promoting democratic governance 

and ensuring that SARI remains responsive to the lived realities of its users. 

Both Kemenlu and UN Women have asserted that SARI is designed to convey a sense of 

empathy beyond that of an ordinary machine, seeking to understand and reflect the 

emotional needs of its human users (VOI 2025a).  Additionally. SARI aims to be the first line 

of responders for cases of violence against PPMI, complementing face-to-face consultation 

provided by Kemenlu (“Kementerian Luar Negeri Dan UN Women Memperkuat Pelindungan 

Perempuan Pekerja Migran Indonesia Melalui Inovasi Chatbot AI SARI” 2025). While SARI is 

presented as a supportive tool for female migrant workers, it is important to critically assess 

how AI-driven chatbots may also introduce new forms of dependency or disempowerment. 

A 2025 study found that AI-powered chatbots, especially those integrated into wellness 

apps, can create emotional bonds and dependencies similar to those formed in human 

relationships, potentially resulting in psychological risks such as ambiguous loss and 

unhealthy reliance (De Freitas and Cohen 2025). These risks underscore the importance of 

establishing safeguards and participatory governance mechanisms to ensure that tools like 

SARI genuinely enhance migrant worker agency, rather than constrain it. 

GenAI in Indonesian Public Sector: Opportunities and 
Challenges  
This section offers a critical analysis of the key challenges and concerns arising from the 

adoption of GenAI in the Indonesian public sector. Particular attention is given to the use of 

AI-driven chatbots, which are increasingly being integrated into public services in Indonesia, 

as elaborated in previous section. 

In examining the broader implications of GenAI, this section addresses several pressing 

issues. These include first, the legality of data scraping practices, second, the risks associated 

with AI hallucinations (i.e., the generation of false or misleading information), and third, the 

potential for increased surveillance capitalism through AI-enabled systems. Fourth, this 

section explores concerns related to linguistic inclusivity, especially in a linguistically diverse 

nation such as Indonesia, and lastly, the effectiveness of human-computer communication 

in crisis or emergency contexts. Through this examination, the section seeks to provide a 

foundation for regulatory and policy considerations in the responsible deployment of GenAI 

technologies within the public sector. 
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The Legality of Data Scraping 

One of the foremost privacy challenges posed by GenAI lies in the methods used to collect 

the data necessary to train such systems. Scholars note that GenAI models are frequently 

trained on vast datasets obtained either by scraping publicly available information from the 

internet or by repurposing user and customer data collected through various platforms 

(Solove 2024, 26). This unprecedented scale of data collection has raised serious concerns 

regarding individual privacy and data protection compliance. Unlike conventional AI systems 

that are typically designed for specific applications, GenAI models are created without a 

clearly defined context or purpose of use (Helberger and Diakopoulos 2023, 2). Their 

versatility and accessibility enable them to be deployed across numerous sectors and by a 

broad range of users, thereby amplifying both the scale and scope of personal data usage 

(Helberger and Diakopoulos 2023, 2). This dynamic and open-ended nature of GenAI makes 

it exceptionally difficult to assess and limit the contexts in which personal data, scraped or 

otherwise obtained, might be used. 

Moreover, the pervasive practice of data scraping in GenAI development creates a 

fundamental conflict with established data protection principles, most notably the principle 

of data minimization under the Indonesian Data Protection Law (PDP Law) and the EU 

General Data Protection Regulation (GDPR). Scholars have argued that the indiscriminate 

extraction of personal data from online sources during model training renders compliance 

with purpose limitation and data minimization requirements practically unattainable (Solove 

2024, 25). Because GenAI systems are designed for broad, undefined applications, it 

becomes nearly impossible to specify and limit the purposes for which scraped data will be 

processed. This legal tension underlines the need for clearer regulatory frameworks and more 

rigorous data governance practices in the development and deployment of GenAI 

technologies. Without such measures, the training processes of GenAI systems risk 

perpetuating large-scale privacy infringements on an unprecedented scale. 

Despite the legal provisions outlined in Indonesia’s PDP Law, current enforcement 

mechanisms remain limited, most notably due to the absence of an independent Data 

Protection Authority (DPA). DPAs play a critical role in mediating power imbalances between 

individuals and data controllers, ensuring accountability in cases of privacy violations such as 

unauthorized data scraping. Without such an institution, protections against extractive data 

practices, particularly in the context of GenAI training, are significantly weakened. 

Furthermore, the lack of meaningful community participation in decisions surrounding data 

use exacerbates the risk of exploitation. A more democratic approach would involve seeking 



 

 9 

explicit consent from individuals whose data may be used in AI training, accompanied by 

robust investments in public AI literacy. This would help ensure that people not only 

understand their right to opt in or out of data collection but also recognize the potential 

implications of contributing their data to models that may be used for certain purposes. Such 

participatory frameworks are essential to aligning AI development with human rights 

standards. 

AI Hallucinations: Errors and Harms 

GenAI chatbots, particularly those based on large language models (LLMs), present notable 

risks of generating inaccurate, misleading, or entirely fabricated information, a phenomenon 

commonly referred to as "AI hallucination." This issue arises when generative AI tools perceive 

non-existent patterns or references, thereby producing outputs that are factually incorrect 

or nonsensical (“What Are AI Hallucinations?” 2023). These errors stem from the underlying 

architecture of AI systems, which rely on probabilistic pattern recognition drawn from 

training data rather than verifiable knowledge. Scholars have cautioned that AI models may 

fabricate academic papers or misattribute authorship merely because the outputs resemble 

plausible texts (Wolff, Lehr, and Yoo 2023, 6). This concern is particularly acute in high-stakes 

domains such as healthcare, where inaccurate responses can have severe consequences. For 

instance, Google’s Gemini chatbot was found to generate fictitious medical journal articles 

in response to queries about thoracic outlet surgery, raising alarms about the reliability of AI-

generated health information (Franklin 2024). 

In addition to factual inaccuracies, AI hallucinations can result in substantial reputational 

harm to individuals. There have been documented instances of AI chatbots falsely accusing 

people of serious misconduct. In one case, a German journalist discovered that Microsoft’s 

AI tool, Copilot, had wrongly described him as a child molester who had confessed to the 

crime, an entirely fictitious and defamatory assertion (ABC News 2024). Similarly, ChatGPT 

incorrectly described an Australian mayor to be involved in a foreign bribery incident in the 

early 2000s (ABC News 2023). In another case, a US law professor was also falsely accused 

by ChatGPT of sexually assaulting students on a trip that he “never took” while working at a 

school he “never taught at” (Verma and Oremus 2023). This shows that instances of AI 

hallucinations have been occurring widely across multiple countries. 

The risks posed by AI hallucinations are especially pronounced for vulnerable populations in 

development contexts, who may lack the resources, digital literacy, or access to alternative 

information sources needed to verify AI-generated content. For example, users relying on AI 
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chatbots for legal or medical guidance abroad may act on inaccurate information, potentially 

resulting in harmful outcomes such as misdiagnosis, exploitation, or legal jeopardy. These 

risks are compounded when users place high levels of trust in the perceived authority of AI 

tools. A digital literacy survey by the Ministry of Communication and Digital Affairs revealed 

that digital literacy levels in Indonesia are highest among privileged, well-educated 

individuals living in urban and western regions, while men consistently outperformed women 

across all pillars of assessment (Status Literasi Digital di Indonesia 2022). These findings 

underscore how socio-economic, regional, and gender disparities shape unequal access to 

digital skills, further exacerbating the vulnerability of certain groups to AI hallucinations. 

Addressing these risks requires differentiated protections based on user context alongside 

targeted, gender-sensitive, and region-specific interventions to strengthen digital literacy 

and build resilience to AI hallucinations. 

Governance mechanisms that enable community oversight, such as participatory model 

evaluation, feedback loops, and partnerships with CSOs, are also critical to ensuring 

accountability and contextual relevance. These approaches can help democratize the 

assessment of AI accuracy and promote equitable safeguards, particularly for those least 

able to challenge or interpret erroneous outputs on their own. Creating independent 

regulatory bodies dedicated to overseeing AI governance can significantly strengthen 

community oversight approaches by providing neutral oversight, balancing power dynamics, 

and ensuring that the perspectives of all stakeholders, particularly marginalized or vulnerable 

community, are meaningfully included in the oversight process (Cheong 2024). These bodies 

can also facilitate transparency, enforce accountability, and serve as a formal channel for 

community input in shaping AI policies and practices. 

Language Inclusivity 

A significant challenge in the development and deployment of GenAI, particularly in natural 

language processing (NLP) applications such as text generation, lies in the issue of language 

inclusivity. Despite the global reach of AI technologies, the vast majority of web-based 

training data is concentrated in a small number of high-resource languages, including English 

(Hamill-Stewart 2024). This disproportionate representation leaves speakers of low-resource 

languages (languages with limited digital presence and fewer linguistic datasets) largely 

excluded from the technological advancements of GenAI. Consequently, these communities 

face a heightened risk of receiving inaccurate, incomplete, or misleading AI-generated 

content, further exacerbating existing digital and informational inequalities. 
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Empirical studies have confirmed these concerns, particularly with respect to large language 

models (LLMs) that underlie many GenAI systems. Researchers have found that LLMs, while 

demonstrating high levels of linguistic fidelity and accuracy in high-resource languages such 

as English, frequently struggle with low-resource languages. Dr. Arthur Tang of RMIT 

Vietnam, for instance, has observed that LLMs produce notable errors in linguistic accuracy 

and informational relevance when used in Vietnamese, a low-resource language (Hoang 

2024). A 2024 study exposed that an AI chatbot responding to a health-related query in 

Vietnamese incorrectly provided advice about Parkinson’s disease when asked about heart 

problems, highlighting the critical risks of deploying GenAI chatbots in healthcare contexts 

where linguistic nuances are essential (Tang et al. 2024). These findings illustrate a broader 

truth about GenAI: the quality and inclusivity of its outputs are fundamentally limited by the 

scope and diversity of the training datasets on which these systems rely (Wolff, Lehr, and 

Yoo 2023, 6). 

In the Indonesian context, efforts to address linguistic inclusivity in GenAI applications have 

begun to emerge. Indonesia, as the country with the second-highest number of living 

languages (742 in total) faces unique challenges and responsibilities in this regard (Yasyi 

2022). A notable initiative is the development of the Sari chatbot, a collaborative project 

between Kemenlu and UN Women, which is designed to support Indonesian female migrant 

workers using both Bahasa Indonesia and several local languages (Bahasa Daerah). This 

approach reflects a commendable effort to make AI-driven chatbot more linguistically 

accessible. Nevertheless, similar considerations must guide the future deployment of GenAI 

chatbots in the Indonesian healthcare sector. In particular, during the government’s ongoing 

GenAI sandbox initiatives, Kemenkes should prioritize the evaluation of language-related 

error rates, especially in chatbot applications, where miscommunication can have serious 

consequences for patient care. 

Genuine language inclusivity in AI must extend beyond technical solutions to address deeper 

questions of cultural autonomy, community participation, and data sovereignty. A compelling 

example comes from New Zealand’s Papa Reo project, which blends Indigenous knowledge 

with modern data science to support smaller language communities (Jones et al. 2023). Papa 

Reo empowers communities to collect their own data and build local expertise, ensuring the 

tools serve their needs. A core principle of Papa Reo is data sovereignty, that communities 

should retain full control over their data (“Papa Reo,” n.d.). Te Hiku Media, one of the 

organizations behind the project, launched the Kōrero Māori campaign to collect speech data 

through a transparent, ethical, and community-driven process (Raj 2024). By gaining the 
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support of elders and using a Kaitiakitanga license, restricting data use solely for the benefit 

of the Māori people, they gathered over 300 hours of labeled speech from more than 2,500 

volunteers in just 10 days (Raj 2024). This model demonstrates how inclusive, community-

led AI development can preserve cultural identity and strengthen democratic participation. 

It offers a valuable framework for Indonesia as it navigates multilingual AI development. 

Chatbot and Crisis Communication 

Chatbots present notable opportunities in the provision of information and support, 

particularly in sensitive contexts. Prior research has shown that individuals are often more 

comfortable discussing personal or sensitive matters with chatbots, perceiving them as non-

judgmental entities in contrast to human interlocutors (Pickard, Roster, and Chen 2016). 

Survivors, in particular, may disclose intimate details of their experiences to chatbots that 

they would otherwise withhold from human listeners (Park and Lee 2020). However, such 

disclosure requires the assurance of privacy and anonymity, as individuals are significantly 

more likely to engage with sensitive questions under conditions that safeguard their 

confidentiality (Joinson and Paine 2012). 

Nevertheless, the sensitive nature of the data collected by chatbots gives rise to material 

concerns regarding privacy and security. Scholars have cautioned that over-privileged 

chatbots, those granted extensive access to personal data or excessive operational 

capabilities, pose substantial risks in terms of unauthorized data access, system 

vulnerabilities, and potential breaches (Edu et al. 2022, 6). Further concerns have been 

documented in the crisis management context, where individuals expressed doubts over 

chatbots' resilience against hacking, system failures, and the reliability of the content 

provided (Xiao and Yu 2025, 12). Beyond these technical vulnerabilities, users also face 

challenges regarding the credibility and objectivity of information disseminated by chatbots; 

some participants found chatbots less reliable than conventional search engines in this 

regard (Maeng and Lee 2022, 16). 

Moreover, socio-economic disparities also exacerbate access barriers. Minoritized 

communities, including neurodivergent individuals, deaf persons, older adults, and those with 

limited literacy, often struggle to utilize chatbot (Butterby and Lombard 2025, 2). In the 

specific case of the SARI chatbot, such barriers may prevent the most vulnerable groups, 

non-procedural PPMI with low literacy, from accessing critical support during emergencies. 

Importantly, chatbots must be programmed to assess users' safety needs promptly; in 

situations of imminent danger, automated tools are not suitable substitutes for emergency 
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services, and clear directives to contact such services must be in place (Butterby and 

Lombard 2025, 3).  

Given these limitations, chatbot deployment must be carefully developed to complement, 

rather than replace, human services. While this is already the case for SARI chatbot, to 

maintain their relevance, safety, and effectiveness, chatbot systems require ongoing review, 

quality assurance, and evaluation (Butterby and Lombard 2025, 5). 

GenAI in the Indonesian Public Sector: Regulatory 
Challenges  
This section seeks to critically examine the regulatory challenges associated with the use of 

GenAI in the Indonesian public sector. The analysis focuses on two key areas of legislation 

that are particularly relevant to GenAI governance in Indonesia: the existing policy and 

regulatory framework on artificial intelligence and data protection. 

Artificial Intelligence  

The rapid adoption of AI technologies in government activities in Indonesia has not yet been 

matched by a comprehensive regulatory framework to safeguard against ethical risks and 

misuse. At present, Indonesia adopts a soft law approach to AI governance, relying primarily 

on non-binding ethical guidance. One of the key instruments in this regard is the Circular 

Letter of the Ministry of Communication and Informatics No. 9 of 2023 concerning Artificial 

Intelligence Ethics (the "AI Ethics Circular Letter"). This Circular seeks to provide ethical 

guidance for business actors and Electronic System Operators (ESOs) across both private 

and public sectors. It is designed to support these entities in developing internal policies and 

conducting activities involving AI-driven consultation, analysis, and programming. In 

addition, the Circular sets out a range of ethical values and guiding principles intended to 

ensure that the use of AI remains aligned with applicable laws and regulations. The key ethical 

values outlined in the Circular are as follows: 

Table 1. The AI ethics circular letter 

Ethical Value Explanation 

Inclusivity 
AI development shall serve the collective interest, upholding the 
principles of equality, fairness, and peace. 
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Ethical Value Explanation 

Humanity 
AI systems shall respect human rights, foster social cohesion, and 
honor the diversity of beliefs and viewpoints. 

Safety 
AI shall safeguard user safety and the security of personal data, 
ensuring privacy and preventing harm to any party. 

Accessibility 
AI technology should be accessible to all groups without 
discrimination, in compliance with ethical standards. 

Transparency 
Data use in AI systems must be transparent so authorized users 
can understand how data is managed and prevent misuse. 

Credibility and 
Accountability 

AI-generated decisions and information must be reliable and 
accountable to the public. 

Personal Data Protection 
AI systems must protect personal data in accordance with the 
law. 

Sustainable 
Development and the 
Environment 

AI should be developed with consideration for its impact on 
people, the environment, and other living beings, supporting 
sustainability and social welfare. 

Intellectual Property 
The development and use of AI must comply with intellectual 
property rights protection laws. 

Source: The Circular Letter on AI Ethics, 2023 

The primary limitation of the AI Ethics Circular Letter lies in its legal nature. The Circular Letter 

functions solely as a set of guidelines and does not impose binding legal obligations on actors 

within the AI ecosystem. While the issuance of this Circular represents a positive initial step 

by the Indonesian government in addressing AI governance, the rapid expansion of AI use in 

the public sector highlights the need for a more comprehensive regulatory framework. Mere 

ethical guidance is insufficient to address the complex risks and potential harms associated 

with AI deployment.  

Understanding the limitations of soft law approaches like the Circular Letter requires 

situating them within a broader spectrum of regulatory tools. AI governance requires a mix 

of approaches, each suited to different levels of risk and the maturity of a country’s AI 
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ecosystem (Appaya and Ng 2024, 8). Soft law, like the AI Ethics Circular Letter, supports 

innovation but offers limited protection due to its non-binding nature. Industry self-

governance, such as technical standards, can influence company practices but lacks 

enforceability and is inadequate for high-risk sectors. Regulatory sandboxes allow safe 

experimentation but are resource-intensive and hard to scale. Hard law provides clear, 

enforceable rules essential for high-stakes applications, though it risks lagging behind 

technological change. 

Hard law, by contrast, establishes binding rules necessary for regulating high-stakes 

applications, though it may struggle to keep pace with technological advances. Given 

Indonesia’s current institutional capacity and regulatory gaps, hard law is essential to set 

baseline safeguards, while soft law, industry standards, and sandboxes can complement it by 

supporting flexible, adaptive oversight. As such, Indonesia should begin transitioning from 

reliance on non-binding ethical guidance toward a more enforceable, comprehensive 

regulatory framework that ensures responsible and accountable AI deployment across 

sectors. 

In developing such a hard law approach, Indonesia can draw important lessons from other 

jurisdictions that have begun regulating GenAI. GenAI presents unique challenges for 

regulatory frameworks, especially those built on a risk-based approach. As discussed in 

Section B, GenAI systems, characterized by the lack of a predefined purpose and the broad 

scale of their deployment, complicate the classification of such systems into traditional risk 

categories, such as those used in the EU AI Act. This raises questions about the feasibility of 

determining whether GenAI falls within the “high-risk” or “non-high-risk” categories 

(Helberger and Diakopoulos 2023, 2). 

Scholars argue that the current risk-based approach is ill-suited to address the evolving 

nature of GenAI. The lack of a predefined purpose, the scale of usage, and the extraction of 

large-scale training data introduce new and complex risks that existing frameworks do not 

fully anticipate (Helberger and Diakopoulos 2023, 6). Accordingly, some scholars propose 

that GenAI should be treated as a distinct general risk category, warranting regulatory 

consideration beyond the existing frameworks for application-specific AI systems (Helberger 

and Diakopoulos 2023, 6). These discussions offer valuable insights for Indonesian 

policymakers. They highlight the importance of reassessing how GenAI fits into Indonesia’s 

evolving AI governance landscape. 
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Data Protection 

This sub-section critically examines the regulatory challenges posed by generative AI (GenAI) 

in the context of Indonesia’s Personal Data Protection Law (Law No. 27 of 2022, or "PDP 

Law"), with particular focus on two key data protection issues: the absence of a clear legal 

basis for personal data processing in AI training and the protection of data subject rights. 

Scholars have noted that the use of personal data in GenAI training processes creates 

significant implications for various data subject rights.  Given the scope of these issues and 

limitations of space, this paper will focus specifically on the right to transparency. 

Transparency is a cornerstone of data protection laws ensuring that individuals are informed 

about how their personal data is collected, used, and processed. 

Legal Basis for Data Processing 

PDP Law closely mirrors the European Union’s General Data Protection Regulation ("GDPR"), 

particularly regarding the legal bases for personal data processing. Both frameworks stipulate 

that any processing of personal data must be based on one of six lawful basis: consent, 

contractual obligation, legal obligations, protection of vital interests, performance of a public 

interest, or legitimate interests. However, scholars have noted that several of these bases are 

difficult to apply in the context of GenAI training. Specifically, it is hard to justify the use of 

personal data for training AI models as necessary to fulfill a legal obligation, protect an 

individual’s vital interests, or perform a task in the public interest (Wolff, Lehr, and Yoo 2023, 

15). This disconnect highlights the challenges of applying traditional data protection 

frameworks to the complexities of AI development. 

Moreover, even the legitimate interests basis, which often serves as a flexible justification for 

data processing, faces significant limitations when applied to GenAI. Scholars argue that 

because there is typically no direct relationship between AI developers and the data subjects 

whose personal data is scraped from public sources, and because these individuals do not 

reasonably expect their data to be used for AI training, the legitimate interests basis is largely 

inapplicable (Wolff, Lehr, and Yoo 2023, 16). This leaves only two viable legal grounds: 

consent or contractual obligations. Yet, both pose practical hurdles, as GDPR and the PDP 

Law require that consent be specific, affirmative, and informed, often through an explicit opt-

in, and that data controllers disclose their processing activities and limit data collection to 

what is strictly necessary (Wolff, Lehr, and Yoo 2023, 16). These requirements present a 

significant compliance responsibility for GenAI developers relying on publicly available 
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personal data for training purposes. Therefore, it is important for GenAI developers to meet 

one or more legal basis for data processing. 

Right to Transparency 

GenAI systems, which are typically trained on vast amounts of data, introduce significant 

challenges to meeting transparency obligations under PDP Law. Scholars have noted that, 

the nature of AI systems requires the large-scale processing of complex datasets, making it 

difficult for data controllers to comply with transparency requirements (Kesa and Kerikmäe 

2020, 7). Indonesia’s Personal Data Protection (PDP) Law in Article 16(2) mandates that 

personal data be processed in a limited, specific, and transparent manner. Further, Article 79 

of the draft Government Regulation implementing the PDP Law clarifies that transparency 

means ensuring that data subjects understand both that their data is being processed and 

how such processing occurs. 

However, the technical complexity of machine learning models limits the extent to which 

meaningful transparency can be achieved in practice. The UK Information Commissioner’s 

Office (ICO) has emphasized that the complexity of AI systems renders the processing 

opaque to the very individuals whose personal data is being used (“Big Data, Artificial 

Intelligence, Machine Learning and Data Protection” 2017, 27). Moreover, the ICO has 

observed that providing clear explanations of the innerworkings complex analytics in privacy 

notices is particularly difficult, as such processes are often too technical to be meaningfully 

explained in lay terms (“Big Data, Artificial Intelligence, Machine Learning and Data 

Protection” 2017, 63). These difficulties raise compliance challenges for AI developers 

seeking to balance technical opacity with legal transparency obligations. 

To address this transparency gap, scholars and regulators have advocated for the adoption 

of algorithmic auditing. The ICO, for example, recommends algorithmic audits as a practical 

method to improve transparency in explaining how machine learning systems generate 

outputs (Butterworth 2018). Algorithmic auditability requires that AI developers design 

systems in such a way that independent parties can assess and verify how particular 

outcomes are produced (Diakopoulos and Friedlerarchive 2016). This approach not only 

enables greater transparency into the decision-making processes of AI systems but also 

allows developers to trace results back to specific aspects of the training data or model 

architecture, thereby facilitating error detection and accountability (Kesa and Kerikmäe 

2020, 11). 
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To fully harness the potential of algorithmic auditing as a tool for transparency and 

accountability, it is crucial to design audit processes that meaningfully include community 

participation. While audits are often conducted by well-resourced entities, communities 

most affected by AI systems frequently lack the institutional access to engage in meaningful 

oversight. To address this gap, audit capacity should be distributed more equitably through 

participatory mechanisms. These could include community-led audit (“An Introduction to 

Community-Led AI Audits” 2025), co-created auditing criteria, and public reporting 

platforms, all of which help ensure that AI systems are assessed through the perspectives 

and lived experiences of the communities most affected by them. 

Conclusion  
Indonesia’s current reliance on soft law approaches, such as ethical guidelines, is insufficient 

to address the human rights risks posed by GenAI. While these frameworks lay important 

groundwork, they lack legal enforceability. As GenAI adoption expands in the public sector, 

a transition to binding legal frameworks becomes necessary. Hard law instruments would 

provide the clarity and accountability needed to align AI development with human rights 

standards. Furthermore, GenAI presents distinct challenges that do not fit neatly within 

conventional risk-based regulatory models. GenAI systems create risks that traditional AI 

classifications may not adequately capture. This reality highlights the urgent need to reassess 

Indonesia’s AI governance landscape and ensure that emerging risks are properly addressed.  

A critical legal concern relates to the basis for processing personal data. GenAI developers 

often train models using publicly available personal data, while Indonesia’s PDP Law requires 

that all data processing be grounded in a lawful basis. This presents significant compliance 

challenges. Therefore, the Indonesian Data Protection Supervisory Body should issue clear 

guidance to AI developers on how to establish a legal basis for data processing activities in 

the context of AI training. Transparency also remains a significant challenge. GenAI systems 

process vast amounts of data, complicating compliance with transparency obligations under 

the PDP Law. To bridge this gap, the government should consider adopting algorithmic 

auditing practices. Integrating algorithmic audits as part of the mandatory Data Protection 

Impact Assessment (DPIA) under PDP Law would enhance transparency and accountability 

in AI deployment. 

To ensure that regulatory development and implementation are both inclusive and 

democratically accountable, multistakeholder and community participation must be central 

to processes such as clarifying legal bases for AI training data and designing algorithmic 
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audits. Algorithmic auditing capacity should be more equitably distributed by enabling 

affected communities, who often lack access, to participate meaningfully through 

community-led audits, co-developed criteria, and public reporting mechanisms grounded in 

lived experience. Meaningful language inclusivity in AI requires more than technical and legal 

solutions, it must empower communities to maintain cultural autonomy and data sovereignty, 

as demonstrated by New Zealand’s Papa Reo initiative, where Indigenous groups govern their 

own language data through ethical, community-led frameworks rooted in Indigenous values. 

Such models of community-driven AI development and oversight not only preserve local 

identity but also offer a path toward democratic AI governance rooted in public 

accountability. 

In summary, responsible GenAI use in Indonesia’s public sector requires a stronger regulatory 

framework, inclusive governance mechanisms, and transparency mechanisms to protect 

human rights while fostering technological progress. 
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