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The rapid advancement of generative artificial intelligence (GAI) has introduced both opportunities 
and challenges for digital ecosystems, particularly in the realm of online fraud. In Vietnam, where 
digital transformation is accelerating, online scams have grown in scale and sophistication, 
increasingly leveraging synthetic content and impersonation techniques enabled by GAI. This study 
examines how regulatory institutions, private sector entities, and civil society organizations in 
Vietnam are responding to the evolving threat of AI-enabled scams. Drawing on semi-structured 
interviews and survey data collected from 11 organizations across government, industry, and 
academia, the research explores institutional awareness, response capabilities, and perceived gaps in 
the legal framework. Findings reveal that while stakeholders recognize the risks posed by GAI, current 
regulatory responses remain fragmented, reactive, and limited by unclear legal definitions and weak 
inter-agency coordination. Private sector actors highlight the lack of secure mechanisms for 
information-sharing, while civil society representatives emphasize underreporting, limited victim 
support, and uneven digital literacy. The paper argues for a more adaptive and integrated governance 
mode, combining regulatory reform, cross-sectoral collaboration, and technical capacity-building, to 
effectively safeguard Vietnam’s digital landscape in the GAI era.
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Introduction 
The emergence of GAI has reshaped digital interactions, bringing new opportunities for 

communication, commerce, and service provision. At the same time, it has enabled more 

complex and difficult-to-detect forms of online fraud. These developments pose pressing 

challenges for policymakers and institutions, particularly in countries like Vietnam, where 

digital transformation is occurring rapidly. In this context, it is crucial to examine how existing 

regulatory and institutional frameworks are responding to scams that leverage GAI 

technologies. 

This study forms part of a broader policy and stakeholder review, combining literature 

analysis with empirical findings. It aims to provide a nuanced overview of how Vietnam is 

addressing the risks posed by AI-driven fraud. Special attention is given to the financial 

services sector, where the potential of GAI has already led to increased adoption of measures 

such as stronger authentication systems, ongoing risk monitoring, and greater information 

exchange across institutions (Nikhil, 2025). The study highlights governance approaches that 

are adaptive, cooperative, and sensitive to local contexts. 

GAI describes systems capable of producing synthetic content, including text, images, audio, 

and video, based on patterns learned from large datasets. Unlike earlier AI tools, which were 

limited to classification or prediction tasks, GAI creates original outputs that can be misused 

for malicious purposes. In online scams, this includes impersonation using manipulated media 

or highly tailored phishing messages. The flexibility of these tools means they can be used 

both to detect fraud and to perpetrate it (Bociga & Nicholas, 2025). For Vietnam, where 

online commerce, mobile payments, and social networking are expanding rapidly, such risks 

require action from a range of actors: regulators, technology developers, financial 

institutions, and the public. 

The central question guiding this research is: What regulatory approaches, institutional 

arrangements, and collaborative strategies are most effective in tackling GAI-enabled online 

scams in Vietnam? While there is growing international literature on AI regulation and 

cybercrime prevention, few studies address the specific conditions of Vietnam, including its 

institutional capacities, legal frameworks, and public awareness. Bridging this gap calls for a 



 
 

 

 
 
 

 
2 

detailed understanding of stakeholder roles, policy coordination mechanisms, and the socio-

economic context (Iga et al., 2024). 

This study considers how GAI-related threats intersect with Vietnam’s ongoing regulatory 

reforms and brings together insights from multiple stakeholders. The study also evaluates 

current policy tools, such as laws on data protection, cybersecurity, and electronic 

transactions, and examines whether they remain fit for purpose as scams grow more 

technologically complex. Emphasis is placed on the need for flexible, cross-sector 

governance models that can incorporate international experience while remaining responsive 

to Vietnam’s specific regulatory environment (Bikash, 2025). 

A key contribution of this study is its attention to the differing perspectives of stakeholders: 

from law enforcement agencies seeking investigative support, to fintech firms prioritizing 

system resilience, and citizens concerned about personal data and trust. By identifying these 

dynamics, the paper outlines a layered regulatory approach that balances innovation with 

safeguards for rights and transparency. 

Ultimately, this research aims to inform the development of a more responsive and 

coordinated policy environment, one capable of meeting the challenges posed by GAI-

enabled scams in Vietnam. Through the integration of policy analysis and field-based 

insights, it seeks to support efforts to protect the integrity of the digital economy in a time 

of rapidly changing threats. 

Literature Review 
The emergence and rapid proliferation of GAI technologies are reshaping digital ecosystems 

by transforming how content is created, distributed, and consumed globally (Araz, 2025). 

These technologies enable the automatic generation of hyper-realistic media, including text, 

audio, and visuals, thereby heightening the risk of misinformation and deceptive practices 

(Jaidka et al., 2024); (Ng & Taeihagh, 2021). The personalized and autonomous nature of GAI-

powered tools also facilitates the scalable production and dissemination of malicious 

content, increasing the sophistication of digital fraud and potentially weakening public trust 

and social cohesion. Tackling these threats requires more than technical interventions; it 
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demands collaborative governance and cross-sectoral engagement to strengthen societal 

resilience against digital manipulation. 

Traditional online fraud research has shown that many scams rely less on technological 

breaches and more on manipulating human psychology. Fraudsters often exploit trust 

through interaction, rather than through hacking systems. As Rusch (1999) observed, even in 

secure digital environments, users must remain cautious when dealing with unknown entities. 

Historically, scam tactics involved static rule-based scripts, spam campaigns, and website 

replication. In Vietnam, growing digital literacy has improved public awareness of online 

scams, but knowledge remains uneven. A recent survey of 205 Vietnamese internet users 

found that while educational campaigns were not broadly recognized, users demonstrated 

above-average ability to detect fraud, especially those with prior victimization experience or 

technical occupations (Kha et al., 2024). 

The evolution of GAI marks a turning point in cybercrime strategies. Contemporary fraud 

methods increasingly involve impersonation, AI-generated synthetic content, and deepfake 

technology. These tools allow scammers to convincingly mimic voices, faces, and text styles, 

thereby complicating the distinction between legitimate and fabricated communication 

(Nguyen et al., 2024). George (2023) warns that deepfakes are now being deployed to 

influence political discourse, defame individuals, and commit large-scale fraud. While 

imperfections in these synthetic media, such as visual glitches or unnatural movement, 

remain detectable, technological advancements are narrowing this window of detectability. 

In the Southeast Asian context, and particularly in Vietnam, research has begun to capture 

how GAI intersects with pre-existing digital vulnerabilities. According to the 2023 Vietnam 

Scam Report by the Global Anti-Scam Alliance (GASA) and Chongluadao.vn, over 70% of 

users experience scam attempts monthly, yet only 1% successfully recover losses, 

highlighting a systemic weakness in response and remediation mechanisms. The National 

Cyber Security Center (NCSC, 2024) identifies key barriers, including inefficient reporting 

channels and public skepticism toward law enforcement. Specifically, 66% of scam victims 

chose not to report incidents, citing either cumbersome procedures or a lack of trust in 

resolution mechanisms. Of those who did report, only 23% reached out to authorities, and 

29% expressed dissatisfaction with official responses. This suggests that law enforcement 

agencies often lack the agility and expertise required to counter AI-enabled fraud effectively. 
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On the regulatory front, Vietnam has laid groundwork with laws governing cybersecurity, 

digital transactions, and consumer protection. Instruments such as the Cybersecurity Law 

(2018), Criminal Code (2017), Law on Electronic Transactions (2023), and Law on Consumer 

Protection (2023) are gradually being supplemented by newer policies focused on data 

governance and digital technology. However, these frameworks do not yet comprehensively 

address the challenges posed by GAI. While the ongoing Data Law (2024) and Law on Digital 

Technology Industry propose ethical principles and risk-classification schemes for AI 

applications, they lack enforceable mechanisms and clear definitions for key terms like 

“serious harm” or “trustworthy AI”. No binding rules are attached to violations, and there is 

limited oversight or accountability for high-risk use cases. Similarly, while mandatory labeling 

of AI-generated content is a promising step, it remains unclear how enforcement will be 

ensured across platforms, especially in cross-border digital environments. 

Vietnam’s national strategy for AI development, articulated in Decision No. 127/QD-TTg 

(2021) and further elaborated in Decision No. 1290/QD-BKHCN (2024), envisions AI as a 

cornerstone of economic modernization. However, these strategic documents largely focus 

on innovation and capacity building, with insufficient attention to risk mitigation or misuse 

prevention. The 2024 technical guidance (Document No. 2619/BTTTT-CĐSQG) for 

evaluating large language models offers recommendations but remains voluntary and lacks 

any binding regulatory power. There is currently no dedicated agency responsible for 

certifying or monitoring AI systems after deployment, nor is there a national standard for 

assessing the impact of AI-generated content. Vietnam’s approach to incorporating AI 

governance into existing legal frameworks, while adaptive, risks overlooking the unique 

threats posed by generative systems and diluting institutional accountability. 

These legal and institutional gaps form the foundation of this study’s inquiry. As Vietnam 

advances its digital economy, it must simultaneously confront the new challenges introduced 

by GAI–powered fraud. This research contributes to the literature by integrating perspectives 

from multiple stakeholder groups to explore how regulatory, institutional, and societal actors 

are responding to these evolving risks. 

Moving forward, effective governance of GAI in Vietnam will require a multifaceted strategy 

that aligns regulatory reform with technological oversight and civic trust-building. Lessons 



 
 

 

 
 

 
5 

from broader digital governance literature stress the importance of agile legal instruments, 

coordinated multi-stakeholder action, and investment in resilient infrastructure (Tuan, 2025). 

Applying these insights to the generative AI era will be critical for Vietnam to not only 

safeguard its citizens but also to lead in ethical AI governance in the region 

Methods 

Design 

The study adopts a purposeful sampling strategy to identify and engage a cross-section of 

Vietnamese stakeholders with direct exposure to or responsibility for addressing online 

scams. A total of 11 organizations across three categories participated in the study: (1) 

government ministries and agencies, (2) private sector entities in finance, telecom, and e-

commerce, and (3) civil society and academic institutions. Interviews were tailored to each 

group, covering topics such as AI applications in scams, response mechanisms, and policy 

gaps. Interviews were conducted in person or online via zoom. 

Data collection was conducted through semi-structured interviews and secure online survey 

forms between January and February 2025. Questionnaires were customized for three main 

stakeholder groups: government agencies, private sector entities, and academic institutions, 

to reflect their operational roles, exposure to online scams, and areas of expertise. This design 

allowed for targeted insights while ensuring comparability across sectors. 

Each questionnaire covered six thematic areas. Respondents were asked about the current 

landscape of online scams, common types of fraudulent activity, and the frequency of 

incidents. The private sector was also invited to share whether their platforms or services had 

been misused for fraudulent purposes. Participants discussed the cross-border nature of 

scams and the responsibilities of different institutions, including how coordination occurs 

across sectors and jurisdictions. They also assessed both financial and reputational 

consequences, as well as broader impacts on public trust and institutional resilience. 

Further questions focused on how organizations are responding to these challenges, 

including the tools, strategies, and procedures they have adopted. Government and business 

representatives described internal monitoring practices and how effectiveness is measured, 

while all stakeholders identified legal and policy gaps that hinder enforcement or protection. 
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The final section of the questionnaire gathered perspectives on potential reforms and 

collaborative approaches to strengthen the institutional response to online scams in the 

digital age. 

Participants Recruitment 

To ensure the credibility and relevance of the study, participants were purposefully selected 

based on their institutional roles, practical experience, and involvement in addressing issues 

related to online scams and the digital regulatory landscape in Vietnam. The selection process 

aimed to capture diverse and informed perspectives from three key stakeholder groups: 

government agencies, the private sector, and academia/civil society. All interviewees held 

mid- to senior-level positions and were actively engaged in regulatory, operational, or 

research work concerning digital governance, e-commerce oversight, financial services, or 

consumer protection. A detailed overview of participating institutions is provided below. 

Table 3. General description of interviewees 

Groups Number of 
interviewees 

Background 

Government agencies 02 

01 Deputy Head and 01 Senior officer 

from Ministries. These individuals have 

played key roles in shaping and 

executing national strategies on digital 

economy governance, e-commerce 

regulation, and consumer protection in 

response to emerging online scam 

challenges. 

Private sector 05 

01 Senior Director, 01 Senior Manager, 

01 Team Leader, 01 Senior Specialist, 01 

Senior engineer from banks, 

telecommunication and ecommerce 
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firm. Interviewees offered diverse 

insights into institutional and technical 

responses to online scams, including 

infrastructure-level controls, seller 

verification, transaction monitoring, user 

protection, and fraud risk management 

within financial, telecommunications, 

and e-commerce platforms. 

Academia and civil 

society 
04 

02 Deputy Head, 01 Researcher from 

Institutes and 01 lecturer from 

university. Interviewees from state 

research institutes and academic 

organizations actively engaged in policy 

analysis, regulatory research, and public 

education. They provided insights into 

institutional responses to online scams, 

digital literacy efforts, and regulatory 

challenges arising from rapid 

technological developments in the 

generative AI era. 

Results 

Government Ministries and Agencies 

Representatives expressed a shared concern over the growing complexity of online scams in 

Vietnam. Both institutions acknowledged that fraudulent activities are becoming increasingly 

difficult to detect, particularly due to the emergence of new forms of impersonation that 

appear highly realistic. Cases involving fake phone calls or video messages impersonating 

government officials have become more common, and are often convincing enough to 

coerce victims into transferring money or revealing personal information. Officials cited 
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several incidents where individuals were deceived into complying with fabricated legal 

threats, suggesting that the psychological tactics employed by scammers have evolved to 

become more targeted and persuasive. 

Despite this awareness, ministry representatives also pointed to a number of institutional 

shortcomings. At present, there is no legal framework specifically designed to address new 

forms of deception that rely on manipulated media. While existing laws penalize fraud and 

unauthorized access to digital networks, they do not clearly define or prohibit the use of 

altered images, voices, or videos for the purpose of impersonation. This has made it difficult 

for authorities to pursue charges in cases where the deception does not fall neatly into the 

categories currently outlined in the criminal code. 

Officials also emphasized the fragmented nature of the national response. Each ministry or 

enforcement body tends to act within its own jurisdiction, with little coordination between 

agencies. There is no central database that tracks scam cases, no standardized process for 

reporting or sharing information, and no regular mechanism for joint investigations. While 

warnings are occasionally issued in response to large-scale incidents, there is no long-term 

strategy or unified campaign to educate the public or prepare frontline institutions for these 

threats. 

One issue repeatedly highlighted was the limited capacity for technical analysis. Investigation 

teams often lack the necessary tools to detect whether a digital message, image, or voice 

recording has been altered. Training on how to assess these new forms of deception remains 

inadequate, and current practices still rely heavily on manual inspection or citizen reports. 

This technological gap significantly slows down the response to new scams and limits the 

ability to gather evidence that would stand in court. 

On the question of legal reform, they advocated for a cautious, yet proactive approach. 

Rather than drafting a completely new law dedicated to artificial intelligence or emerging 

technologies, officials recommended strengthening existing legal instruments, such as the 

Law on Cybersecurity and the Law on Information Technology, by incorporating new 

definitions and penalties relevant to today’s threats. This horizontal integration, they argued, 

would help avoid legal overlap and reduce the risk of discouraging private-sector innovation. 
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At the same time, both institutions acknowledged that more ambitious reforms may be 

needed in the near future. For example, one proposed the creation of a controlled testing 

environment where enforcement agencies could simulate scam scenarios and trial new forms 

of detection. Such a lab could also support collaboration with banks, telecom providers, and 

other critical infrastructure sectors. The long-term goal, as described by officials, is to 

develop a more agile and integrated response system that combines legal clarity, technical 

capacity, and inter-agency coordination. 

Private Sector Entities in Finance, Telecom, and E-Commerce 

Interviews with representatives from major financial institutions, telecom operators, and e-

commerce platforms revealed a shared recognition of the growing threat posed by online 

scams that increasingly exploit advanced digital tools. Many noted a marked shift from 

conventional fraud methods toward more deceptive schemes that mimic official 

communications, falsify identities, or exploit trust in public institutions. For example, one 

financial institution reported that fraudsters had successfully forged digital identities during 

remote account verification procedures, resulting in unauthorized access and substantial 

financial losses for affected customers. 

Despite these risks, most companies acknowledged that their current fraud prevention 

measures remain largely reactive. Some have implemented enhanced identity verification 

protocols and transaction monitoring systems, but these are often deployed in response to 

incidents rather than as part of a comprehensive strategy. A few banks have adopted more 

proactive tools to flag suspicious behavior patterns or abnormal transaction activity, yet 

these efforts are limited by concerns over compliance with data protection laws, which 

restrict the types of customer data that can be stored, analyzed, or shared internally. 

Companies also highlighted the challenges of maintaining security standards in a fast-

evolving digital environment. One telecom provider described frequent attempts to exploit 

weaknesses in messaging systems, such as impersonating SMS messages from financial 

institutions using spoofed signals. E-commerce platforms, while less directly targeted by 

scams, noted that their systems are routinely probed for vulnerabilities. Across the sector, 

there was a consensus that while threat awareness is growing, the capacity to anticipate and 

prevent these schemes remains uneven. 
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In terms of regulation, private firms expressed frustration with the lack of specific legal 

guidance regarding new forms of digital deception. Many felt that the current legal 

framework does not adequately distinguish between fraud carried out using conventional 

methods and those made possible through modern synthetic content or automated scripts. 

This ambiguity has left companies uncertain about their responsibilities and the limits of 

acceptable intervention, especially when customer privacy, cybersecurity regulations, and 

service quality standards intersect. 

A recurring concern was the absence of formal mechanisms for collaboration and information 

exchange. Firms described a siloed landscape where incidents of fraud are handled internally 

and often not reported unless absolutely necessary. The reluctance to disclose scam-related 

data stems from fears of reputational damage and the lack of a protected, standardized 

channel through which such information could be shared with regulators or peers. Several 

respondents suggested that the development of a shared fraud monitoring platform, where 

patterns, red flags, and prevention techniques could be exchanged securely, would 

significantly improve sector-wide preparedness. 

Finally, there was a strong perception that regulatory enforcement has not kept pace with 

the technological sophistication of scams. Some companies noted that when incidents are 

reported to authorities, responses are delayed, and technical expertise to investigate digital 

fraud is often lacking. Others mentioned that while they are open to collaborating with 

regulators, the absence of binding standards and clear guidelines creates uncertainty, 

particularly when balancing fraud prevention with compliance requirements. Overall, while 

private sector actors are aware of the scale of the problem and are experimenting with 

various internal controls, they remain constrained by fragmented coordination, regulatory 

ambiguity, and an enforcement ecosystem that is struggling to adapt to the current threat 

environment. 

Civil Society and Academic Institutions 

Interviews with representatives from academic and civil society organizations revealed 

growing concern over the state's ability to respond effectively to the evolving nature of 

online scams, particularly those enabled by recent technological developments. These 
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stakeholders emphasized that the manipulation of audio-visual content to mimic trusted 

individuals, such as family members, law enforcement, or financial institutions, has become 

increasingly difficult to detect. Techniques that simulate live interactions, rather than static 

impersonation, are now being used to deceive victims with alarming precision. Academic 

experts stressed that these methods exploit trust-based relationships in ways that existing 

legal frameworks were not designed to anticipate. 

There was consensus among respondents that the legal system has not kept pace with the 

sophistication of current fraud techniques. Although a number of laws cover general 

cybercrime and consumer protection, none provide a clear legal basis for addressing 

deception involving fabricated digital identities or synthetic communications. The absence 

of precise definitions for manipulated media has made it difficult to establish liability or build 

legal cases against perpetrators. Respondents noted that, under current statutes, it is often 

unclear who should be held responsible when an individual is deceived through content that 

was generated without a direct human author. 

In addition to legislative limitations, civil society actors expressed concern over the 

institutional response to fraud. Most notably, victims often receive little to no follow-up 

support after reporting an incident. Several interviewees mentioned that many cases go 

unreported, not due to lack of awareness, but because the reporting process is perceived as 

overly complicated and unlikely to produce results. Moreover, there are no standard 

procedures in place to guide victims through recovery or redress. This lack of victim-centered 

infrastructure not only undermines public trust but also contributes to systemic 

underreporting, further limiting the ability of authorities to understand the full scope of the 

problem. 

The uneven distribution of digital literacy across demographic groups was also raised as a 

critical vulnerability. Respondents observed that older adults, rural populations, and 

individuals with limited education are particularly susceptible to online fraud. Many of these 

individuals are unfamiliar with the tactics now being used and are unable to verify the 

authenticity of digital interactions. However, it was also noted that even those who are more 

digitally fluent can fall prey to these schemes, especially when emotional pressure or urgent 

messaging is involved. This underscores the point that technological familiarity does not 

necessarily equate to fraud resistance. 
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Respondents consistently called for stronger engagement between state institutions and 

non-governmental actors. They advocated for regular consultation between policymakers, 

educators, and researchers to co-develop public education materials, design early warning 

systems, and contribute to the development of legal standards. One suggestion that 

emerged repeatedly was the creation of a central database cataloguing known fraud 

methods, particularly those involving digital manipulation, which could be used for both 

public awareness and policy development. 

In their final reflections, several participants urged policymakers to move beyond reactive 

enforcement and consider long-term preventive strategies. This includes integrating digital 

safety into school curricula, investing in community-based education initiatives, and 

establishing clearer lines of accountability for platforms that host or facilitate deceptive 

content. While technology will undoubtedly continue to evolve, respondents emphasized 

that institutions must develop a more adaptive and collaborative approach if they are to 

remain effective in safeguarding the public. 

Discussion Phần này em định thêm một chút: 
As GAI continues to reshape the digital threat landscape, Vietnam faces both an opportunity 

and an imperative: to modernize its regulatory and institutional architecture in ways that 

reflect the complex, cross-cutting nature of AI-enabled online scams. This study has 

highlighted that while awareness of GAI-related risks is rising across government, private, 

and civil society sectors, current responses remain fragmented, reactive, and constrained by 

outdated legal frameworks and limited technical capacity. 

The findings emphasize the need for a holistic governance approach, one that integrates legal 

reform, technological innovation, institutional coordination, and public engagement. 

Regulatory clarity must be strengthened through updated definitions of AI-assisted fraud, 

while inter-agency collaboration should be institutionalized to overcome jurisdictional silos. 

At the same time, private sector actors require clearer guidelines and protected channels for 

information exchange to ensure that fraud prevention does not conflict with data protection 

obligations. 
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Equally critical is the investment in digital literacy and victim support infrastructure, 

especially as GAI enables scams that are psychologically manipulative and difficult to detect 

even for experienced users. By engaging academic and civil society organizations in public 

education and early-warning design, Vietnam can enhance its collective resilience against 

emerging digital harms. 

Vietnam’s evolving response to AI-driven fraud offers lessons not only for domestic policy 

but also for other nations navigating similar digital transformations. Building a proactive, 

inclusive, and adaptive governance system, rooted in cross-sector trust and technological 

foresight, will be essential to protecting the integrity of Vietnam’s digital economy and 

fostering public confidence in the generative AI era. 

Conclusion 
This study examined Vietnam’s readiness to address the emerging threat of generative AI–

enabled scams through the perspectives of government agencies, private sector actors, and 

civil society organizations. While stakeholders recognize the growing sophistication and 

prevalence of AI-assisted fraud, their responses remain constrained by fragmented 

coordination, outdated legal definitions, and uneven technical capacity. 

The findings highlight an urgent need for a more integrated and adaptive governance 

approach—one that combines regulatory clarity, institutional coordination, and public 

engagement. International experience demonstrates that targeted, risk-based regulation can 

address the unique challenges of AI-generated deception without stifling beneficial 

innovation. For Vietnam, this means updating legal frameworks to clearly define synthetic 

content and AI-assisted fraud, enabling cross-sector intelligence sharing, and embedding 

scam resilience into both public education and platform design. 

Beyond national policy, Vietnam’s experience has broader relevance for other rapidly 

digitizing economies facing similar governance dilemmas. The tension between enabling AI-

driven growth and mitigating emergent harms will persist as technologies evolve. By 

institutionalizing adaptive, trust-based governance, Vietnam can not only reduce the risks of 

AI-enabled scams but also strengthen public trust in digital transformation—turning a 

reactive posture into a proactive model for responsible innovation. 
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